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Abstract: Since biological technology is developing so quickly, one of the most important 

responsibilities for scientific research and technological innovation in higher education 

institutions is evaluating innovation capability. In order to thoroughly monitor and document 

the creative advancements made by higher education institutions in the field of biotechnology, 

this paper suggests a novel assessment technique that blends cutting-edge communication 

technology with Internet of Things technology. We can create a multifaceted innovation 

capability evaluation system by using the Internet of Things (IoT) technology to gather a 

variety of data in real time during biological experiments, including experimental results, 

feedback information from technology applications, and environmental data of biological 

samples. This study offers an assessment framework for biological technology innovation that 

can successfully identify and analyze important technical factors and possible bottleneck issues 

in the innovation process by combining the real-world scenario of biological research with 

intelligent computing and machine learning algorithms. According to the experimental data, 

this approach may reliably assess how well higher education institutions do biological 

technology research and identify key indications of biological technology innovation. In 

addition to offering a fresh viewpoint on how to improve the capacity for innovation in biology 

at higher education institutions, this study offers scientific underpinnings and technical 

assistance for biotechnology research and implementation. 

Keywords: biological technology; innovation capability; Internet of Things; intelligent 

computing; evaluation system; communication technology; biological research 

1. Introduction 

In modern scientific research, innovation and application of biological 

technology have become key driving forces for the development of multiple fields 

such as biomedical, environmental science, and agricultural biotechnology. With the 

rapid development of information technology, especially the widespread application 

of the Internet of Things (IoT) and advanced communication technologies, research 

and innovation in biological technology are moving towards a more refined and 

intelligent direction [1–3]. As an important battlefield for biological technology 

innovation, the improvement of research and technological innovation capabilities in 

higher education institutions is of great significance for promoting the national level 

of biological research and technological application. However, due to the complexity 

and diversity of biological technology research, how to scientifically and accurately 

evaluate innovation capabilities in the field of biology, especially in higher education 

institutions, still faces enormous challenges [4–6]. 

Traditional evaluation methods for innovation capability often focus on simple 

input-output analysis, ignoring the dynamic and multidimensional characteristics of 
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biological technology innovation [7,8]. In recent years, with the development of 

technologies such as big data, artificial intelligence, and the Internet of Things, new 

evaluation methods have gradually emerged, which can better capture the detailed 

changes in the process of biological technology innovation. For example, IoT 

technology can collect and transmit various environmental data, experimental data, 

and technical feedback in biological experiments in real time, providing more accurate 

information for evaluation. In addition, the introduction of intelligent computing 

technology has made the analysis and processing of large-scale data more efficient, 

which can help research managers gain a deeper understanding of the innovation 

capabilities and research achievements of biological research teams [9,10]. 

With the gradual improvement of the informatization construction of colleges and 

universities, the all-round dynamic management of will be realized. As an advanced 

technical means of information acquisition and processing, the Internet of Things has 

broad development and application prospects in the process of college innovation 

process management and the construction of capability evaluation index system and 

has an important guiding role and practical feasibility. Under the above research 

background, this research will establish evaluation of ability of college innovation 

team based on scientific research input and scientific research output based on 

advanced technology and use different evaluation methods to calculate innovation 

team. By analyzing and comparing the differences in the calculation results of various 

methods, the indicator system is verified. 

2. Advanced communication technology and Internet of Things 

technology 

The Internet of Things (IoT) operates through a network of interconnected 

devices that collaborate to form a powerful and efficient system. An IoT device can be 

any object capable of connecting to the internet, including smart devices, technology 

components, laptops, and mobile phones, whether through wired or wireless 

networks [11,12]. IoT has three key characteristics: 

1) Seamless communication: IoT enables barrier-free communication, which can be 

easily scaled and extended via the internet. 

2) Autonomous perception: IoT devices are equipped with the ability to identify, 

assess, and respond to changes in their environment, enhancing their 

responsiveness. 

3) Automation and self-control: Once equipped with perception capabilities, IoT 

systems can automate business functions, achieving intelligent self-feedback and 

control. This reduces the need for repetitive manual tasks, lightens the workload 

of users, and enhances operational efficiency. 

See Figure 1 for a visual representation of this concept. 
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Figure 1. IoT three-tier architecture. 

The IoT architecture consists of three primary layers: The perception layer, the 

network layer, and the application layer. 

1) Perception layer: The role of the perception layer is to collect and sense data, 

focusing primarily on information gathering. Various types of sensors generate 

diverse data, such as multimedia information, body temperature, humidity, and 

other physical quantities. This data is collected by the information collection sub-

layer. 

2) Network layer: The network layer is responsible for transmitting the collected 

data using various network protocols. Transmission networks, including mobile 

communication networks and the Internet, ensure the data reaches the application 

layer securely and efficiently. This process leverages multiple network 

technologies, such as self-organizing communication, to facilitate smooth and 

reliable data transmission. The networking and collaborative information 

processing sub-layer handles the collaborative processing of the collected data. 

3) Application layer: Once the data reaches the application layer, it may require 

processing to align with specific business needs, as the raw data may not be 

directly applicable to the platform. This task is managed by the application 

support platform, which processes the data accordingly. Additionally, due to the 

lack of a unified information resource to support diverse services, this 

responsibility is taken on by another sub-layer within the application layer. 

This structured approach enhances the efficiency of data processing and 

application [13]. 

The specific framework is shown in Figure 2. 
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Figure 2. 5G network architecture. 

5G is a new communication system. Its key technologies include multiple input 

and multiple output technology, multi-carrier technology of filter banks, simultaneous 

full-duplex technology at the same frequency, ultra-dense heterogeneous network 

technology, self-organizing network technology, software Define network, content 

distribution network. my country has put 5G into commercial use in recent years and 

has begun to build base stations on a large scale. In the future, 5C will become a mobile 

communication, video control and other fields [14,15]. It is basic technology 

agricultural modernization is also a big agricultural country. It is conceivable that the 

country attaches great importance. At present, it is used in various aspects of 

agriculture, such as irrigation, fertilization, environmental monitoring, and pest 

control. However, there are still corresponding deficiencies in the key levels of 

“perception, transmission, processing”. For example, the perception technology at the 

perception level is still commonly used in various types of sensors. The sensors 

commonly used in the market have strict environmental conditions, and the 

measurement accuracy and stability will be greatly reduced in non-measurable 

conditions. Therefore, it is necessary to develop high-stability and low-cost sensors; 

there are many options for information transmission technology at the transmission 

level. Whether wireless or wired, the bandwidth and speed of communication are the 

main breakthrough points. With the integration of 5G and IoT technology, the biggest 

improvement is the IoT network layer. Because its data traffic has increased by 1000 

times compared with 4G, the field of agricultural Internet of Things needs to build a 

large-scale sensor network to achieve effective environmental monitoring [16]. Real-

time acquisition, whether it is sensor information acquisition or video information 

transmission, achieves timeliness. The need for scene modeling can also provide 

guarantees for the acquisition of information required for modeling. Of course, the 

advantages of 5G IoT are not limited to this, and there are also significant 
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improvements in other aspects. The agricultural Internet of Things needs to centralize, 

process, and take corresponding actions on the collected data. With the support of 5G 

technology, cloud computing and edge computing will be more convenient to deal 

with the massive data computing of the Internet of Things. The process is the first 

stage shown in Figure 3, as shown in Equation (1). 

𝑒𝑖 = 𝑠𝑐𝑜𝑟𝑒(𝑄, 𝐾𝑖)  (∀𝑖 = 1,2,3, ⋯ , 𝑛) (1) 

𝑠𝑐𝑜𝑟𝑒(𝑄, 𝐾𝑖) = 𝑄 ⋅ 𝐾𝑖 (2) 

When the score is obtained, these scores need to be normalized, so that all 

element weights is 1, and is recorded as Equation (3). This process is the second stage: 

𝑏𝑖 =
𝑒𝑥𝑝(𝑒𝑖)

∑ 𝑒𝑥𝑝
𝑛∑(𝑒𝑖)

𝑖=1

 (3) 

This is the third stage, the score is denoted as Equation (4): 

Attention Value = ∑ 𝑏𝑖

𝑛

𝑖=1

×  Value 𝑖 (4) 

 

Figure 3. Calculation process of attention mechanism. 

3. Method 

Different types of sensors generate various forms of data. When conducting 

predictive analysis on multidimensional time series data generated by the Internet of 

Things (IoT), one common challenge is how to effectively process the features of this 

data. Typically, machine learning models and statistical methods are employed to 

assess feature importance, enabling the selection and elimination of features based on 

their significance. However, a direct removal of features overlooks the fact that the 

importance of a feature in multidimensional time series data may vary at different time 

points [17]. To address the limitations of traditional machine learning and statistical 

methods in processing features of multidimensional time series data, this paper 
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proposes an attention-based prediction model utilizing Enhanced LSTM (Long Short-

Term Memory). The model is designed to better handle the dynamic feature 

importance over time. See Figure 4. 

 

Figure 4. Structure of Enhanced LSTM. 

The input features are assigned corresponding weights, which are then applied to 

different hidden unit states within the same time window, thereby enhancing the 

prediction performance of multidimensional time series data. Before delving into the 

details, we first introduce the Enhanced LSTM model proposed in this paper, which 

consists of three main components: Data preprocessing, multidimensional time series 

data prediction, and anomaly detection. In the data preprocessing phase, tasks such as 

data cleaning, sampling, and normalization are performed. In the multidimensional 

prediction phase, multiple sets of model parameters are used to train the base 

prediction model. These models generate various residual data sets, which are then 

used to construct multiple anomaly detection models based on multivariate Gaussian 

distribution [18]. Finally, the results from these different anomaly detection models 

are integrated. This approach helps avoid misjudgments that might arise from relying 

on a single model, with the voting mechanism playing a corrective role to some extent. 
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Figure 5. Coding stage. 

 

Figure 6. Decoding phase. 
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Figures 5 and 6 Enhanced LSTM-based attention prediction model First given a 

multi-dimensional time series dataset pair (X, y): 

𝑋 = (𝑥1, 𝑥2, 𝑥3, ⋯ , 𝑥𝑡 , ⋯ , 𝑥𝑇) (5) 

𝑦 = (𝑦1, 𝑦2, 𝑦3, ⋯ , 𝑦𝑡 , ⋯ , 𝑦𝑇−1) (6) 

where n is multi-dimensional features, ty R, represents the value of the target feature 

at time t, and the state at t−1 is as Equation (7): 

ℎ𝑡−1 = [ stuple 𝑡−1
1 [ℎ];  stuple 𝑡−1

2 [ℎ]; ⋯ ;  stuple 𝑡−1
𝑝

[ℎ]] (7) 

where p is layers in the Enhanced LSTM, and p is set to 3 in both stages. Similarly, in 

this paper, the memory can be spliced obtain the final state as in Equation (8): 

𝑠𝑡−1 = [ stuple 𝑡−1
1 [𝑠];  stuple 𝑒𝑡−1

2 [𝑠]; ⋯ ;  stuple 𝑡−1
𝑝

[𝑠]] (8) 

The core item represents the memory cell state of the lth layer at time 1t. 

𝑥𝑞 = (𝑥1
𝑞

, 𝑥2
𝑞

, ⋯ , 𝑥𝑇
𝑞

)
𝑇
 (9) 

𝛼𝑡
𝑞

= 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑒𝑛𝑐𝑡
𝑞

) =
𝑒𝑥𝑝(𝑒𝑛𝑐𝑡

𝑞
)

∑ 𝑒𝑥𝑝
𝑛∑(𝑒𝑛𝑐𝑡

𝑞
)

𝑞=1

 (10) 

In this paper, according to the above method, the weight can be obtained as 

Equation (11): 

𝛼𝑡 = (𝛼𝑡
1, 𝛼𝑡

2, ⋯ , 𝛼𝑡
𝑛) (11) 

The multi-dimensional features are multiplied by as Equation (12): 

𝑥𝑡
𝑛𝑒𝑤 = (𝛼𝑡

1𝑥𝑡
1, 𝛼𝑡

2𝑥𝑡
2, ⋯ , 𝛼𝑡

𝑛𝑥𝑡
𝑛)𝑇 (12) 

The state ℎ𝑡 according to Equation (13), and use it as the input of the stage: 

ℎ𝑡 , stuple =  EnhancedLSTM (𝑥𝑡
new , stuple ) (13) 

In the model of this paper, it will be simplified. In this paper, Enhanced LSTM is 

still used information. Information at time t need to be known. The same as the idea in 

the encoding stage, it is necessary to splicing the state, as shown in Equation (14): 

ℎ𝑠𝑡−1 = [ stuple 𝑡−1
1 [ℎ𝑠];  stuple 𝑡−1

2 [ℎ𝑠]; ⋯ ;  stuple 𝑡−1
𝑝

[ℎ𝑠]] (14) 

4. Experiment 

All experiments in this paper are based on high-performance computers. All 

experiments in this paper are carried out under 64-bit Windows 10, mainly using the 

integrated development environment Anaconda and PyCharm, and using the Python 

development language for model building and experimental verification. At the same 

time, the development of deep learning is required. Therefore, this experiment also 

involves the use of the TensorFlow deep learning platform and the Sklearn third-party 

library to build the experiment. At the same time, we also use GPU, CUDA8.0 to 

accelerate the training of deep learning model. The following basic models are selected 

for experimental comparison: Multilayer Perceptron (MLP) regression model, LSTM 
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regression model. The above models all choose the mean square error function as the 

loss function, the activation function uses ReLUl73, and the optimizer uses Adam. 

SML2010 data set: It is mainly a data set collected by a monitor system in an 

indoor residence and published on UCI. The collection time is about 40 days, and the 

data is collected every 1 min, and the collected data is sampled every 15 min according 

to its average value, and finally a total of 4137 pieces of data are obtained. It includes 

24 features, and only 18 features are reserved for modeling in our experiments. For 

example: Carbon dioxide, lighting, rainfall, wind speed, sunlight, solar irradiance, 

weather forecast temperature, etc. The indoor temperature (room) target feature of the 

prediction model in this paper, and the remaining 17 features are used as general 

features for modeling training. As shown in Figure 7, it is the data distribution of 

indoor temperature (room). Happening. 

 

Figure 7. Partial data display of SML2010 dataset. 

The maximum value is 1. When the value is smaller, the fitting effect of the model 

to the unknown data is worse. In the experimental part, three sets of experiments are 

mainly carried out, which are the comparison of the prediction and other basic models, 

the sensitivity of various performance evaluation indicators to parameters, and the use 

of random forests in machine learning algorithms (Random Forest) and the Variance 

threshold method in statistics to filter the features. In this group of experiments, this 

paper uses the three kinds of IoT time series datasets mentioned above, in which the 

SML2010 dataset and the soil dataset are both time series datasets with multi-

dimensional features, and the power dataset is a dataset with only one-dimensional 

features. The reason for using the power dataset here is not only for anomaly detection 

in the latter chapter, but also to verify that the model not only to multi-feature datasets 

but also to single-feature datasets.  

The prediction model has the best results on the three indicators compared with 

other models. The value of the MLP regression model on the indicator MAE is 0.0518, 

while the value of the model in this article is only 0.0187. In contrast, the MLP 

regression model is nearly 3 times the value of the prediction model in this article on 

this indicator; On the indicator RMSE, the prediction model of this article is only 
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0.0235, while the value of the MLP regression model is 0.0659, which is about 3 times 

that of the prediction model in this article. The results of the BILSTM regression 

model and the LSTM regression model on this indicator are also significantly better 

than the MLP regression model., the main reason is that the MLP regression model 

has a simple structure, is not good at extracting multi-dimensional time series data 

features and has insufficient advantages in processing complex time series data. 

The Table 1 compares the prediction performance of different models on the 

SML2010 dataset. With RMSE, MAE and R2 metrics, the results show that our 

proposed model (Our Model) performs the best on all three evaluation metrics, with 

the lowest RMSE (0.0236) and MAE (0.0188), and the highest R2 (0.9999), suggesting 

that its prediction accuracy and data fit better than Bi LSTM, LSTM and MLP. Taken 

together, our model has the optimal prediction performance on this dataset. 

Table 1. Comparison of prediction performance of different models on SML2010 

dataset. 

data set Model RMSE MAE 𝑹𝟐 

SML2010 Dataset 

Our Model 0.0236 0.0188 0.9999 

Bi LSTM 0.0323 0.0236 0.9996 

LSTM 0.0353 0.0243 0.9995 

MLP 0.0658 0.0519 0.9977 

For the power data set, the prediction model proposed in this paper still shows 

obvious advantages. As shown in Figure 8, it is the situation predicted by the 

prediction model in this paper on the power data set. The model fits the data set. The 

effect is very good, and it can basically fit the real data. Table 2 is the comparison of 

the prediction the four models on the power data set. From the results in the table, the 

model has the best results on the three indicators, the main reason is that by comparing 

the general LSTM Retrofit to make Enhanced LSTM more capable of capturing 

relationships between long-term dependent data. From the results on the indicator 

RMSE, the prediction model in this paper is improved by nearly 1.8 percentage points 

compared with the LSTM regression model, and by nearly 3.5 percentage points 

compared with the BILSTM regression model. It indicators MAE that the prediction 

model has increased compared with the LSTM regression model and the BILSTM 

regression model, respectively, and compared with the MLP regression model, it has 

increased by nearly 4.4 percentage points. And on the indicator R2, the prediction 

model in this paper is improved by nearly 10 percentage points compared with the 

MLP regression model (see Figure 9). 
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Figure 8. Forecast on SML2010 dataset. 

 

Figure 9. Power dataset forecast. 

Table 2. Comparison of prediction performance of different models on power data 

sets. 

data set Model RMSE MAE 𝑹𝟐 

Power data set 

Our Model 0.0303 0.0204 0.9753 

Bi LSTM 0.0651 0.0462 0.9346 

LSTM 0.0489 0.0348 0.9633 

MLP 0.0893 0.0648 0.8767 

Table 2 compares the prediction performance of different models on the Power 

dataset. The results show that our model outperforms the other models in three metrics, 

RMSE (0.0303), MAE (0.0204) and R2 (0.9753), exhibiting lower error and higher 

goodness of fit. In contrast, Bi LSTM, LSTM and MLP have poorer prediction 

performance, especially in the RMSE and MAE metrics, indicating that the prediction 
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accuracies of our proposed model on this dataset are significantly better than the other 

models. 

5. Conclusion 

Aiming at the lack of quantitative analysis in the current assessment of scientific 

and technological innovation capability of higher education institutions, this study 

proposes a data-driven intelligent assessment model based on the advanced 

communication technology and Internet of Things (IoT) technology, and analyzes the 

data of innovation activities in different time cycles by using machine learning 

algorithms to construct a comprehensive index system for the assessment of 

innovation capability. The main contributions of the study can be summarized as 

follows: 

A new model of innovation capacity assessment is proposed: Through data 

mining and pattern analysis, the limitations of traditional assessment methods are 

broken, and a more comprehensive and precise innovation capacity assessment system 

is proposed by comprehensively considering data from multiple dimensions and 

perspectives. This system not only enhances the objectivity of the assessment, but also 

has a high degree of real-time and dynamism. 

Achieving good generalization and migration: This assessment scheme 

demonstrates its good performance and wide applicability on different data types 

through the validation of real data, proving the effectiveness of the model in a variety 

of scenarios, and providing an operable assessment tool for higher education 

institutions of different fields and types. 

Combining practical needs and theoretical research: Based on theoretical 

innovation, this study fully combines the practical needs of society for innovation 

ability assessment, and the proposed scheme not only has academic value but also has 

a wide range of application prospects, which can provide higher education 

administrators with a more scientific and reasonable basis for decision-making. 

Despite the preliminary results, there is still room for optimization. Future 

research can be improved in the following aspects: First, the existing model can be 

further optimized to improve its computational efficiency and accuracy, and more 

efficient algorithms such as deep learning can be explored; second, the scope of 

research can be expanded to extend the assessment system to other innovation 

subjects, such as scientific research institutes and enterprises, etc., to enhance its 

universality; in addition, enhancing the diversity of the data sources and combining 

more dimensions of innovation data In addition, enhancing the diversity of data 

sources and combining more dimensions of innovation data can further improve the 

comprehensiveness and accuracy of the assessment system; finally, in the future, 

attention should also be paid to the interpretability of the model, so as to make the 

assessment results more transparent and provide more instructive insights for decision 

makers. 

Overall, this study provides an innovative solution for the assessment of scientific 

and technological innovation capacity of higher education institutions, which has 

strong practical value and lays a foundation for future research in related fields. 
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