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Abstract: In order to raise athletes’ technical proficiency and overall performance, this paper 

uses deep learning technology to precisely assess table tennis technical activities. The paper 

builds a hybrid neural network model for technical action analysis of table tennis players, 

based on Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM) in 

deep learning. First, CNN extracts the spatial characteristics from the video frames. After 

that, an LSTM processes these data in a time series to accurately recognize and classify the 

movements of athletes. Lastly, through trials, the model is trained and evaluated using the 

Table Tennis Tracking Network (TTNET) dataset. The experimental findings demonstrate 

that: (1) In table tennis technical action analysis, the suggested deep learning model performs 

better than other comparative models. The efficacy of combining convolution with sequence 

learning is fully demonstrated by the CNN-LSTM hybrid model, which performs best in all 

indicators when compared to the CNN, LSTM, Multi-Objective Function (MOF), and 

Convolutional Neural Network—Long Short-Term Memory (CNN-LSTM) combined 

models. Its accuracy rate, precision rate, recall rate, and F1 score are 0.923, 0.918, 0.925, and 

0.921, respectively. In contrast, the performances of LSTM and CNN are also excellent, but 

the performance of MOF model is relatively low; (2) In the classification of technical actions, 

the model has the highest classification accuracy of service, reaching 0.930, and the 

classification accuracy of other technical actions such as forehand stroke, backhand stroke 

and spike is also above 0.9, and the time sequence consistency index also maintains a high 

level, indicating that the model can effectively identify and analyze table tennis technical 

actions. In addition, the performance evaluation of real-time feedback shows that the model 

can achieve low processing time and feedback delay in video data processing with different 

lengths, which ensures the real-time and reliability in practical applications. These results 

show that the proposed model can not only provide accurate technical action recognition, but 

also provide timely and effective feedback in practical application, which has high practical 

value. The results of this paper prove the potential of deep learning technology in the analysis 

of athletes’ technical actions, and provide scientific basis and effective tools for the technical 

training and optimization of table tennis players. 

Keywords: deep learning; table tennis player; CNN-LSTM; accuracy; technical action 

analysis 

1. Introduction 

Deep learning and computer vision technologies have demonstrated significant 

promise in the realm of sports analysis with the ongoing advancements in sports 

technology. The technical actions of the athletes are assessed using manual 

observation and video capture in the conventional sports analysis approach, which is 

time-consuming, labour-intensive, and susceptible to subjectivity [1]. Deep learning 

technology has advanced quickly in recent years, opening new possibilities for sports 

research. It can now automatically extract complex features from video data and 

precisely classify and evaluate athletes’ technical actions. 
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Deep learning is a significant subfield of machine learning that originated with 

the creation of artificial neural networks [2]. The first neural network model was 

presented or pattern recognition and classification applications as early as the 1960s. 

Nevertheless, the performance of these early models in real-world applications is not 

optimal because of the limitations in processing power and the absence of data [3]. 

Deep learning has advanced significantly since the turn of the twenty-first century 

thanks to advancements in computer hardware, particularly the widespread use of 

Graphics Processing Units (GPUs). With the use of layered network structures, deep 

learning models—Deep Neural Network (DNN), Convolutional Neural Network 

(CNN), and Long Short-Term Memory (LSTM) in particular—can automatically 

extract and learn characteristics from vast amounts of data, improving prediction and 

classification accuracy [4]. In action analysis, deep learning technology greatly 

improves the efficiency and accuracy of analysis through automatic data processing 

and feature extraction. For example, the successful application of CNN in image 

processing makes it an ideal choice for processing video data, while the LSTM is 

excellent in processing time series data and can capture the time series characteristics 

of athletes’ technical actions [5,6]. The combination of these technologies provides a 

powerful tool for sports analysis, which enables athletes’ technical actions to be 

quickly and accurately identified and classified from massive video data. 

This paper aims to systematically analyze the technical actions of table tennis 

players based on deep learning technology. This paper investigates the automatic 

extraction of technical action elements from table tennis films using a deep learning 

model, followed by time sequence analysis and classification. To fully utilize the 

benefits of deep learning in time series modeling and spatial feature extraction, a 

CNN/LSTM hybrid model is used. Through training and testing, this paper evaluates 

the accuracy of the model in identifying table tennis technical actions, and analyzes 

the classification effect and time sequence consistency of different technical actions 

in detail. 

2. Literature review 

In recent years, video action analysis technology based on deep learning has 

been widely used in the field of sports. The following studies show the progress in 

this field. Khobdeh et al. proposed a method combining You Only Look Once 

(YOLO) and Long Short-Term Memory (LSTM) network to identify human 

behavior in basketball in complex environment. YOLO was used to detect players in 

frames, and LSTM was combined with fuzzy logic for final classification. This 

method had proved its superiority on several datasets, especially in dealing with 

complex background, blocked action and inconsistent lighting conditions [7]. The 

research in the field of table tennis action recognition has made remarkable progress 

in recent years, and many research teams have put forward innovative technical 

methods to improve the accuracy of action recognition and technical analysis. Song 

et al. proposed an action recognition framework based on You Only Look Once 

version 8 (YOLOv8)-Alphapose-two stream Spatio Temporal Graph Convolutional 

Network (2s-STGCN) to analyze the technical actions and tactical patterns in table 

tennis. Their study combined dynamic and static complex network analysis and 
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community detection algorithm to evaluate the performance of 37 elite players in 

8015 high-definition action videos in two self-built datasets (front player dataset and 

back player dataset). Experimental results showed that the performance of YOLOv8-

Alphapose-2s-STGCN on these two datasets was better than other seven algorithms 

based on YOLOv8-Alphapose, such as Transformer, Bidirectional Gated Recurrent 

Unit (BiGRu) and so on. In addition, the study also evaluated the importance of the 

nodes (technologies) in the serve and catch network and the two-round (win or lose) 

network through various indicators, and analyzed the tactical style and mode by 

using the dynamic complex network to reveal the tactical similarities and differences 

between players and opponents [8]. Chalavadi and Yenduri proposed an adaptive 

time aggregation method for table tennis hitting action recognition, focusing on 

solving the challenges brought by high similarity between classes, occlusion and 

viewpoint change in fine-grained action recognition. They introduced a table tennis 

hitting 1.0 dataset, including 9000 unconstrained videos of 6 kinds of movements. 

This method used three-dimensional convolutional neural network (3D CNN) to 

extract features, and combined with time aggregation network to replace the 

traditional global average pooling layer to capture subtle time interaction. The 

introduced time aggregation network made use of the attention mechanism from the 

converter represented by the bidirectional encoder, which effectively improved the 

accuracy of action recognition, and its performance on the table tennis hitting 1.0 

dataset was improved by 10% [9]. Zhang et al. proposed an algorithm based on 

variable-length input CNN by analyzing the trajectory of table tennis bat, and 

constructed a table tennis technical action dataset TTMD 6 for research. Different 

from the traditional method using multi-joint data, their study only recognized the 

action through the trajectory of the racket, which significantly sped up the 

recognition process. This trajectory-based identification method had a wide 

application potential in biomechanical analysis, auxiliary training system and other 

fields [10]. These studies showed that the application of deep learning technology in 

sports video analysis not only improved the accuracy and efficiency of action 

recognition, but also provided important support for coaches and athletes in training 

and competition decision-making. 

3. Design of CNN-LSTM hybrid neural network model 

In order to assess the table tennis video action dataset, this paper presents a 

hybrid model that combines CNN and LSTM [11]. According to the concept, CNN 

oversees using a sliding window and weight-sharing mechanism to extract local 

spatial characteristics from video sequences and forwards them to the following 

layer. In order to optimize each technology’s advantages, LSTM combines time 

series processing with time series feature extraction from video data [12]. 

Furthermore, the use of deep learning models enables the automatic extraction of 

action features, which not only streamlines the formerly labour-intensive process of 

manually extracting features but also greatly increases the accuracy of action 

detection. In the task of processing time series information, especially identifying 

human activities and behaviors, LSTM has become an ideal network structure 

because it can learn long-term dependencies [13]. The hybrid model in this paper is 
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based on this design concept, aiming at improving the efficiency and accuracy of 

table tennis technical actions recognition. 

Therefore, this paper proposes a hybrid neural network model based on CNN 

feature construction strategy and LSTM end-to-end feature construction to identify 

basic table tennis technical actions. Firstly, the basic table tennis technical action 

video data is pre-processed to form a sequence of images, which are randomly 

divided into basic practice dataset and test dataset. While test datasets are used to 

validate the model’s performance features, training data is utilized to confirm the 

model’s design and parameter adjustments. Here, the spatial characteristics of each 

frame are obtained through CNN, and then the output of CNN network is transmitted 

to the LSTM network module after scale adjustment to obtain the time characteristics 

of the sequence. The average data output by LSTM at each time is calculated and 

finally passed to the classifier to predict the final classification result [14]. The 

framework of action recognition model based on CNN-LSTM is shown in Figure 1. 

CNN CNN CNN CNN

LSTM LSTM LSTM LSTM

Average value

Classifier  
Figure 1. Framework of action recognition model based on CNN-LSTM. 

Firstly, the model extracts the basic features of each frame image in the video 

sequence through CNN. Secondly, the CNN action representation value of each 

frame in the video is input into the LSTM unit respectively, which is used to learn 

signals such as actions and changes associated with video sequences. In the third 

step, the output value of each LSTM unit is linearly transformed, and the 

classification probability of the corresponding action behavior between the output of 

the classifier Softmax layer and the video sequence is determined by averaging these 

probabilities to determine its final action recognition accuracy. The design and 

function of each part of the network structure are introduced in detail below. 

3.1. CNN processing layer 

Firstly, the model obtains the spatial information of video frames through three-

layer CNN, thus forming the representation characteristics of human actions. It is 

assumed that the maximum number of frames of the video frame data sequence input 

into the network is N [15]. The pixel matrix size of each image is P × Q, and the 

convolution operation adopts “padding = SAME”, that is, when the sampling center 

position coincides with the edge, convolution calculation is started, and the size of 
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the feature map after convolution remains unchanged to ensure that the size of the 

feature map does not change during forward propagation. 

Let the convolution kernel size be k  k, get the target features by sliding 

window method, and let 𝑣𝑖𝑗 be the pixel value of the pixel matrix at (𝑖, 𝑗). Then all 

pixel values falling into the (𝑄(𝑖 − 1) + 𝑗)th sliding window can define the window 

matrix 𝑋𝑖𝑗, which is expressed by the following equation: 

𝑋𝑖𝑗 = (

𝑣𝑖𝑗 ⋯ 𝑣𝑖(𝑗+𝑘−1)
⋮ ⋱ ⋮

𝑣(𝑖+𝑘−1)𝑗 ⋯ 𝑣(𝑖+𝑘−1)(𝑗+𝑘−1)
) (1) 

For each window matrix, features can be extracted by convolution operation. A 

convolution operation is a mathematical procedure that involves sliding the 

convolution kernel (or filter) over each area of the window matrix. The result is the 

window features, which are obtained by adding the products of the kernel and the 

corresponding components of the window matrix. This equation can be used to 

express this process: 

𝑌𝑖𝑗 = 𝑓(𝑋𝑖𝑗 ⊗𝑊 +𝑏) (2) 

Rectified Linear Unit (ReLU) function is widely used because of its simple 

calculation and fast convergence. The equation of ReLU function is as follows: 

ReLU = 𝑚𝑎𝑥⁡(0, 𝑥) (3) 

Pool operation is performed after convolution is completed. Maximum pooling 

is helpful to extract the most significant features in the feature map, and it is 

invariant to small displacement and deformation [16]. This is because the maximum 

pool retains the maximum response in each pool area and ignores other smaller 

responses. Expressed by the following equation: 

𝑅𝑛 = 𝑀𝑎𝑥(𝑌𝑖𝑗) (4) 

𝑅𝑛  represents the characteristic matrix of the sequence image after convolution 

and pooling operation on the 𝑛th image. After that, all the image frames in the 

sequence are operated in turn, and the final feature matrix can be expressed as 𝑅 =

(𝑅1, 𝑅2, 𝑅3, … , 𝑅𝑛), where 𝑛 ≤ 𝑁⁡[17–19]. 

In this model, a three-layer CNN is used to process the spatial information of 

video frames. Each layer uses a convolution kernel with a size of 3 × 3, with a step 

of 1, and is filled with “SAME” to keep the feature map size unchanged. After 

convolution, the dimension of features is reduced by the maximum pool layer of 2 × 

2, and the pool step is 0, which is helpful to extract salient features and enhance the 

robustness to small displacement and deformation. This structure ensures the 

effectiveness and computational efficiency of feature extraction. 

3.2. Processing layer of LSTM model 

An output R of CNN layer corresponds to a time point and serves as the input of 

LSTM, in which there is a memory unit C running through the whole sequence. This 

memory cell C is jointly regulated by the input gate, the forgetting gate, the output 
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gate and the previous memory cell. For a certain moment 𝑡, the equation for updating 

the weight of each part of the LSTM unit is as follows: 

Memory unit update: 

𝐶̃𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑥𝑐𝑋𝑡 +𝑈ℎ𝑐ℎ𝑡−1 + 𝑏𝑐) (5) 

𝑋𝑡 represents the input characteristic matrix of time 𝑡. 𝑊𝑥𝑐 represents the weight 

matrix data from the input layer to the storage unit. 𝑈ℎ𝑐  represents the weight 

parameter matrix from the hidden layer to the memory cell. 𝑏𝑐 represents the offset 

parameter values between memory cells. 𝑡𝑎𝑛ℎ  stands for hyperbolic tangent 

activation function [20]. 

Input gate update: 

𝑖𝑡 = 𝜎(𝑊𝑥𝑖𝑋𝑡 +𝑈ℎ𝑖ℎ𝑡−1 +𝑊𝑐𝑖𝐶𝑡−1 + 𝑏𝑖) (6) 

𝜎  represents the nonlinear activation function of Sigmoid applied to this 

network. 𝑊𝑥𝑖 represents the weight matrix data from the input layer to the input gate. 

𝑈ℎ𝑖 represents the weight parameter matrix from the hidden layer to the input gate. 𝑏𝑖 

represents the offset parameter value between the input gates [21]. 

Forget gate update: 

𝑓𝑡 = 𝜎(𝑊𝑥𝑓𝑋𝑡 +𝑈ℎ𝑓ℎ𝑡−1 +𝑊𝑐𝑓𝐶𝑡−1 + 𝑏𝑓) (7) 

𝑊𝑥𝑓 represents the weight matrix data from the input layer to the forget gate. 

𝑈ℎ𝑓 represents the weight parameter matrix from the hidden layer to the forget gate. 

𝑏𝑓 represents the offset parameter value between forget gates [22]. 

Output gate update: 

𝑜𝑡 = 𝜎(𝑊𝑥𝑜𝑋𝑡 +𝑈ℎ𝑜ℎ𝑡−1 +𝑊𝑐𝑜𝐶𝑡 + 𝑏𝑜) (8) 

𝑊𝑥𝑜  represents the weight matrix data from the input layer to the output gate. 

𝑈ℎ𝑜 represents the weight parameter matrix from the hidden layer to the output gate. 

𝑏𝑜 represents the offset parameter value between the output gates [23]. 

Calculation of new memory cells: 

𝐶𝑡 = 𝑓𝑡⨀𝐶𝑡−1 + 𝑖𝑡⨀𝐶̃𝑡 (9) 

⨀ represents a bitwise multiplication operation. 

Hide status updates: 

ℎ𝑡 = 𝑜𝑡⨀tanh⁡(𝐶𝑡) (10) 

In LSTM, the memory cell 𝐶𝑡  is calculated from the data of two parts: one part 

is the point multiplication result of the memory cell 𝐶𝑡−1 and the forget gate 𝑓𝑡  at the 

previous moment. The other part is the point multiplication result of the new 

memory cell 𝐶̃𝑡  calculated by the input gate 𝑖𝑡, the current input 𝑋𝑡 and the state ℎ𝑡−1 

at the previous moment. The activation value range of the input gate and the 

forgetting gate is (0–1). When the activation value is 0, it means that the previous 

information has been completely forgotten. When the activation value is not 0, it 

means that the current hidden layer will learn some information of the previous time 

unit [24]. Output gate 𝑜𝑡 determines the ratio of memory information of the current 

cell to output information, and affects the contribution of long-term memory to 
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output information. Because LSTM improves the processing ability of these gating 

mechanisms and cell information, and can learn long-term dependent information, 

the gradient will not disappear in a short time when training with back propagation 

algorithm, thus reducing the problem of gradient disappearance and making the 

model training smoother [25]. 

3.3. Prediction result output layer 

To recognize video action data sets efficiently, a neural network structure with 

two fully connected layers is designed. First, the first fully connected layer receives 

all the time series data processed by the LSTM unit, which contains rich time series 

information. Through this step, the network can integrate the local characteristics of 

the action, thus capturing the dynamic change and continuity of the action. The 

weighted average of the features is then determined by statistically analyzing these 

mixed features once again in the second fully connected layer, where every node is 

fully connected to every other node in the top layer. This average value is a key 

statistic in the process of action recognition, which integrates information from 

different time points and provides a stable feature representation for the classifier. 

Finally, this average value is sent to the classifier and Softmax function to predict the 

probability of action categories, and its calculation process follows the equation: 

𝑦𝑡 = 𝑊𝑡 × ℎ𝑡 (11) 

Through this structural design, the model can not only learn the time sequence 

characteristics of actions, but also realize the effective fusion and classification of 

features in the fully connected layer, thus improving the accuracy and robustness of 

action recognition. 

4. Model performance evaluation 

4.1. Experimental setup 

4.1.1. Experimental environment 

In this experiment, to ensure the efficiency and accuracy of table tennis players’ 

technical action analysis, high-performance computing equipment is used in the 

experiment. The experimental equipment includes Melcore i7–8700 Central 

Processing Unit (CPU), the main frequency is 3.2 GHz, the internal memory is 16 

GB, and GeForce GTX 1080 Ti Graphics Processing Unit (GPU). These 

configurations ensure high efficiency in processing a large number of video data and 

training complex models. Python 3.6 is chosen as the programming language, and 

PyTorch 1.4.1 is used as the deep learning framework. PyTorch’s dynamic 

calculation diagram and convenient Application Programming Interface (API) call 

make the model construction and debugging more flexible and efficient. Related 

dependency libraries include Computer Unified Device Architecture (CUDA) 10.1, 

Computer Vision (OpenCV) 4.4 and Numerical Python (NumPy) 1.19.2, which play 

an important role in video data processing, numerical calculation and deep learning 

model training. 
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4.1.2. Dataset 

Two main datasets are used in the experiment: Table Tennis Tracking Network 

(TTNet) dataset and self-created table tennis technical action video dataset. TTNet 

dataset is a public dataset widely used in action recognition. The self-created dataset 

focuses on the technical movements of table tennis players, including serving, 

forehand hitting, backhand hitting and spike, with a total of 565 videos, each of 

which is 2–3 s. 

The combination of these datasets enables the model to be carefully trained in a 

specific sports scene, thus improving the recognition accuracy and feature extraction 

ability of table tennis technical actions. Adam optimizer is used in the model training 

process, and appropriate learning rate and batch size are set. To make sure the model 

can thoroughly understand and optimize the technical actions of table tennis, the 

number of training rounds is set at fifty. During the testing phase, the model’s 

performance in real-world applications and its capacity for generalization are 

confirmed using a separate test set. Through the above experimental setup and data 

processing, this paper aims to deeply analyze the technical actions of table tennis 

players, improve the accuracy of action recognition by using deep learning 

technology, and provide effective technical analysis tools for table tennis players and 

coaches. 

4.2. Model performance comparison 

To comprehensively evaluate the proposed performance of the deep learning 

model in table tennis technical action analysis, this paper compares the performance 

of different models in technical action recognition tasks. The following are the 

results of comparing CNN, LSTM, Multi-Objective Function (MOF) and CNN-

LSTM combined models. The contents of comparison include accuracy, precision, 

recall and F1 score. The comparison results of model performance are shown in 

Table 1 and Figure 2. 

Table 1. Model performance comparison. 

Model Accuracy Precision Recall F1 Score 

CNN 0.875 0.869 0.88 0.874 

LSTM 0.892 0.887 0.895 0.891 

MOF 0.802 0.795 0.808 0.801 

CNN-LSTM 0.923 0.918 0.925 0.921 

The performance comparison of different models reveals their significant 

differences in analyzing table tennis players’ technical actions. The accuracy rate of 

CNN is 0.875, the precision rate is 0.869, the recall rate is 0.880 and the F1 score is 

0.874. This shows that CNN is excellent in overall performance, but its index is 

slightly lower than that of more advanced models. The performance of LSTM is 

superior, with accuracy of 0.892, precision of 0.887, recall of 0.895 and F1 score of 

0.891, showing a good balance between precision and recall. In contrast, the effect of 

MOF is poor, the accuracy rate is 0.802, the precision rate is 0.795, the recall rate is 

0.808, and the F1 score is 0.801, which shows that MOF is not as applicable as other 
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models in this task. It is worth noting that the CNN-LSTM hybrid model performs 

the best, with an accuracy of 0.923, a precision of 0.918, a recall of 0.925 and a F1 

score of 0.921, which is excellent in all indicators. This highlights that CNN-LSTM 

model can effectively combine the advantages of convolution and sequence learning, 

and provides the most accurate and balanced results for table tennis technical action 

analysis. 

CNN LSTM MOF CNN-LSTM
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Figure 2. Model performance comparison results. 

4.3. Technical action analysis 

The paper identifies common table tennis player technical actions (e.g., serving, 

forehand, backhand, spike, etc.) to assess the model’s effectiveness in classifying 

various technical actions. In table tennis competition, the time sequence 

characteristics of technical actions are very important for understanding athletes’ 

competition strategies and technical application. The sequence consistency and 

classification accuracy of actions are shown in Table 2 and Figure 3. 

Table 2. Timing consistency and classification accuracy of actions. 

Technical Action Classification Accuracy Temporal Consistency 

Serve 0.930 0.895 

Forehand Stroke 0.915 0.872 

Backhand Stroke 0.92 0.884 

Smash 0.907 0.867 
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Figure 3. Timing consistency and classification accuracy of actions. 

According to the data in the figure, the model has the highest classification 

accuracy at the level of service technical action, reaching 0.930, which shows that 

the recognition ability of service action is particularly excellent. This high accuracy 

not only reflects the superior performance of the model in service action recognition, 

but also reveals the unique advantages of service technology itself in 

characterization. Serve action usually has strong characteristics, including starting 

posture, hitting point and swing trajectory, which are important basis for effective 

recognition of the model. Specifically, the starting posture of serving is usually 

standardized, and the athlete’s preparation before serving can provide clear visual 

information for the model. In addition, the height and direction of the hitting point 

have significant characteristics in different types of serve, which help the model to 

quickly identify different serve strategies and techniques. The trajectory of the swing 

is the dynamic performance of the serve. By analyzing the speed, angle and path of 

the swing, the model can better understand the technical details of the athletes in 

serving. Therefore, the model can capture these key features well and make it 

perform well in serve recognition. This ability to accurately identify the serve action 

not only enhances the application potential of the model in technical analysis, but 

also provides more accurate training guidance and tactical adjustment suggestions 

for coaches and athletes. 

The accuracy of forehand stroke and backhand stroke is 0.915 and 0.920 

respectively, which also shows that the model performs well in the classification of 

these two common strokes. The accuracy of spiking is slightly lower, which is 0.907, 

but it remains at a high level. In terms of time sequence consistency index, the time 

sequence consistency of service is 0.895, which also shows high stability. The 

consistency of forehand stroke and backhand stroke is 0.872 and 0.884, respectively, 

which shows that the model can capture the timing characteristics of these actions 
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well. The consistency of spike sequence is the lowest, which is 0.867, but it still 

maintains a high consistency. These results show that the model can not only 

accurately classify table tennis players’ technical actions, but also effectively analyze 

the time sequence characteristics of technical actions, thus providing valuable data 

support for athletes’ technical analysis and tactical adjustment. 

4.4. Real-time feedback performance evaluation 

The paper evaluates the deep learning model’s real-time analysis capability to 

assess the system’s real-time feedback performance in a real-world setting. In order 

to verify the model’s performance in a real-time setting, this paper captures the 

processing time and feedback delay using video footage from various tournaments. 

The real-time feedback performance is shown in Figure 4. 
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Figure 4. Real-time feedback performance. 

The findings indicate that both the average processing time and average 

feedback delay exhibit a linear growth pattern as the length of the video increases. 

When the video length is 30 s, the average processing time is 0.75 s and the average 

feedback delay is 0.85 s. When the video length increases to 60 s, the processing 

time and feedback delay increase to 1.20 s and 1.30 s respectively. For a 120-s video, 

the processing time is 2.40 s, and the feedback delay is 2.50 s, while for a 180-s 

video, the processing time is 3.60 s, and the feedback delay is 3.70 s. These data 

show that the overall performance of the model still meets the requirements of real-

time analysis, which provides reliable support for timely feedback in practical 

applications, although the time and delay of processing longer videos have increased. 

5. Conclusion 

The paper proposes a deep learning-based table tennis technical action analysis 

model, and several experiments confirm its superiority and efficacy. Following a 

comparative and analytical analysis of the CNN, LSTM, MOF, and CNN-LSTM 

combined models, the CNN-LSTM mixed model emerges as the most effective 
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model across all metrics, with particular emphasis on accuracy, precision, recall, and 

F1 score. This model’s outstanding performance demonstrates the potent benefits of 

combining CNN and LSTM in sequence data processing. Furthermore, the 

classification and timing consistency of several table tennis technical actions are also 

thoroughly analyzed in this paper. The experimental results demonstrate that while 

detecting serve, forehand stroke, backhand stroke, and spike, the model can retain 

high classification accuracy and consistency of time sequence. This offers solid data 

support for the tactical and technical analysis of table tennis players. Ultimately, by 

assessing the system’s real-time feedback performance, it is determined that the 

model possesses a robust real-time analysis capability and can deliver efficient and 

timely feedback in real-world scenarios. Although this paper has made remarkable 

achievements, there are still some limitations. Firstly, the model training process 

consumes a lot of computing resources and requires high hardware, which may limit 

its application in the resource-limited environment. Secondly, the diversity and 

quality of datasets need to be further improved to enhance the generalization ability 

and accuracy of the model. Future research can further optimize the computational 

efficiency of the model to reduce the demand for hardware resources, and explore its 

application in other sports to verify its universality in different sports scenes. In 

addition, improving the diversity and quality of datasets will also be an important 

direction to enhance the generalization ability of the model and provide more 

extensive support for intelligent sports analysis. 
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