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Abstract: The protection of intangible cultural heritage (ICH) is not only respect and 

protection for traditional culture, but also plays a vital role in cultural inheritance, social 

identity, historical memory, economic development, and innovative vitality. With the rapid 

advancement of globalization and modernization, ICH is also facing unprecedented challenges. 

However, the traditional protection of ICH has problems such as focusing on static physical 

protection, insufficient information storage, limited transmission, insufficient modern 

transformation and innovation, excessive restoration of traditional elements and conservative 

protection. In response to the above problems, this paper designs an ICH resource construction 

system based on artificial intelligence (AI) biological perception. It can perceive ICH data 

through multimodal biology, store and reproduce it, perform feature analysis based on 

biological emotions and emotional interactions, capture the inheritance logic and emotional 

connotation of culture, and drive the digital modeling of ICH resources with intelligent design. 

Dynamic ICH content can be superimposed on real scenes to facilitate education and 

dissemination, and personalized ICH story content can be recommended based on user 

preferences to enhance the display and dissemination capabilities of ICH. The results show that 

the system uses multimodal perception and stores more than 100,000 ICH data items in four 

major categories and multiple subcategories, and designs a unique interactive tag cloud for 

users to choose from. When making recommendations for users, it recommends 200 ICH 

contents to users from the sorted list simultaneously, and the proportion of users clicking on 

the recommendations reaches 85%, while also achieving the widespread dissemination of ICH 

in Asia. Compared with traditional ICH protection, this study has achieved efficient digital 

storage of ICH content, strong modern conversion, and ease of acceptance by users. The scope 

of dissemination is also wider. This shows that the use of AI and biosensing technology in ICH 

protection is effective and can contribute to better preservation, publicity and promotion of 

ICH. 

Keywords: intangible cultural heritage; artificial intelligence; multimodal biosensing; 

resource construction; intelligent design 

1. Introduction 

Intangible cultural heritage (ICH) is a valuable asset of human history and culture 

[1–3]. It carries traditional knowledge, skills, performing arts and folk customs, and 

has extremely high cultural value and historical significance. However, with the 

advancement of social change and modernization, ICH is facing the risk of 

disappearing gradually. Especially in the rapidly developing information age, 

traditional protection methods (such as oral inheritance, field records, etc.) have 

gradually shown their limitations and are unable to effectively preserve and transmit 

these precious cultural resources. At present, traditional cultural protection methods 

are not only unable to cope with the diversity and complexity of cultural heritage, but 

CITATION 

Wang B. Resource construction of 

intelligent design based on artificial 

intelligence bio-perception in the 

protection of intangible cultural 

heritage. Molecular & Cellular 

Biomechanics. 2024; 22(2): 986.  

https://doi.org/10.62617/mcb986 

ARTICLE INFO 

Received: 3 December 2024 

Accepted: 18 December 2024 

Available online: 24 January 2025 

COPYRIGHT 

 
Copyright © 2025 by author(s). 

Molecular & Cellular Biomechanics 

is published by Sin-Chn Scientific 

Press Pte. Ltd. This work is licensed 

under the Creative Commons 

Attribution (CC BY) license. 

https://creativecommons.org/licenses/

by/4.0/ 



Molecular & Cellular Biomechanics 2025, 22(2), 986. 
 

2 

also unable to meet the new demands for cultural inheritance in the digital age. 

Therefore, how to use advanced technical means, especially AI technology, to improve 

the efficiency and quality of ICH protection has become a research hotspot and 

challenge. 

Existing studies have shown that digital technology, virtual reality (VR) and 

augmented reality (AR) have played an important role in the protection and 

dissemination of ICH [4–8]. Many scholars have proposed that advanced digital 

technology can be used to transform traditional forms of cultural heritage into digital 

resources for easy preservation, display and dissemination. For example, Chen and Ke 

[9], based on the difficulties and current situation of Suzhou embroidery 

dissemination, used the social networks of the digital age to broaden the ways to 

protect the inheritance of Suzhou embroidery. Lo et al. [10] used 3D interactive media 

technology to spread Hakka Kung Fu in an event called “Three Hundred Years of 

Hakka Kung Fu: A Digital Vision of Tradition and the Future”. Damala et al. [11] 

introduced the MUSETECH model to build a digital museum, which includes mobile 

museum guides, augmented and virtual reality applications, hands-on museum 

interactions, educational entertainment applications, etc. Nikolakopoulou et al. [12] 

used spatial augmented reality (SAR) technology to design a projection mapping 

installation for the Mastic Museum in Chios, Greece, linking the material and ICH of 

Mastic and related villages through vivid illustrations. Buyuksalih et al. [13] used 3D 

modeling and virtual reality technology to develop an immersive and interactive cave 

VR visualization of the İnceğiz Cave in Istanbul, Turkey. Trunfio et al. [14] studied 

the theoretical content of using VR and AR to improve museum exhibition content, 

organization, reception staff and other services, which has management significance 

for the improvement of future museum management. Karuzaki et al. [15] used AR 

technology to help tourists find information about the cultural heritage collections of 

the Lampung Museum and developed an application to display 3D objects and provide 

relevant collection information. Jiang et al. [16] experimented with the effectiveness 

of AR in enhancing the memory of tourists’ tourism experience at the heritage site and 

pointed out that tourism experience is the mediator between tourists’ attitude towards 

AR experience and behavioral intention. Banfi et al. [17] improved the creation of the 

XR experience of the Basilica of Sant’ Ambrogio in Milan through 3D exploration, 

3D modeling, building information modeling, and extended reality (XR) technologies, 

achieving a new level of interaction. However, existing research focuses on the 

application of a single technology, lacking the comprehensive application of multiple 

advanced technologies and their in-depth exploration in resource construction, 

resulting in the failure to maximize the application effect of technology and the 

protection benefits of cultural heritage. 

In order to make up for the shortcomings of existing research, scholars have 

begun to pay attention to the cross-domain integration of intelligent design and AI 

technology in recent years. For example, Xu [18] emphasized the role of big data and 

AI in the dissemination of cultural heritage, and analyzed the ICH dissemination 

opportunities under the background of big data and AI. Based on an in-depth study of 

the horse-faced skirt of the Qing Dynasty, Yue et al. [19] proposed to introduce the 

horse-faced skirt into the virtual world by combining AI, digital economy and other 
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high-tech means to activate digital cultural heritage. After outlining Europe’ s policy 

on the digitization of cultural heritage, Di Giulio et al. [20] emphasized the potential 

of intelligent design technologies such as 3D laser measurement, large-scale crowd 

detection tools and cultural heritage analysis in the field of cultural heritage protection. 

Stapleton et al. [21] proposed a digitization process to encode artifact attributes into 

XML and link them to the ontology to describe the intangible and tangible cultural 

heritage of UNESCO. Tian et al. [22] developed a program called PoeticAR based on 

AR for Jichang Garden, which can present poems based on natural scenery, enhance 

tourists’ cultural aesthetic tourism experience of Jichang Garden and improve their 

understanding of cultural heritage. Xu et al. [23] studied and constructed a self-

sufficient question-answering system for Nanjing Yunjin digital resources based on 

knowledge graph, which greatly facilitated the retrieval and utilization of Yunjin 

knowledge and contributed to the inheritance, promotion and application of Yunjin 

culture. Based on their research, Munster et al. [24] emphasized the scope of AI in the 

field of culture and innovation, as well as the latest progress and challenges of AI in 

the cultural field. Yin [25] used image recognition technology to help intelligently 

identify the authenticity and age of black pottery when studying the inheritance and 

development of black pottery culture. Li et al. [26] proposed a Chinese cultural 

heritage computing framework based on previous research on cultural resources. They 

demonstrated the corresponding computing methods for different stages of Chinese 

cultural heritage protection and development through three modules: data acquisition 

and processing, digital modeling and database construction, and data application and 

promotion. Deng et al. [27] explored the innovative application of AI and machine 

learning algorithms in the field of ethnic costume design, with a special focus on Miao 

women’ s costumes. Although these studies have provided new ideas for the protection 

of ICH, in actual operation, there are still problems such as low technical integration, 

distorted cultural expression, and communication barriers due to regional and 

language differences. 

This study designs a new ICH resource construction system based on AI and bio-

perception technologies [28–32]. The system mainly consists of three modules, 

namely, multimodal bio-perception module, AI analysis module, and intelligent 

interactive recommendation module. The multimodal bio-perception module uses 

biological data acquisition equipment to collect and store data of different types of 

ICH content and conduct preliminary data processing. The AI analysis module further 

analyzes and processes motion, audio, text, image and texture data, and stores different 

types of ICH content in different forms in the system. The intelligent interactive 

recommendation module is mainly for users, providing intelligent recommendations 

for ICH that users are interested in and designing a one-click recommendation function 

to spread ICH content. After analyzing the system background data, the number of 

ICH content data items in four major categories and multiple subcategories stored in 

the system has exceeded 100,000, and more and more users are using the one-click 

recommendation function. The recommendation function of the system is also very 

powerful. If 200 ICH contents are recommended to users, the recommendation rate 

can reach 85%. Users are happy to browse ICH contents and spread them. At the same 

time, the spread of ICH contents is no longer limited to China, but is widely spread 
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across Asia. This shows that it is effective to use AI and biosensing technology to 

build resources for ICH protection, and the research content of this paper can also 

contribute to the protection and dissemination of ICH. 

2. Multimodal biosensing module 

2.1. Data collection 

Table 1 shows the data acquisition module table of the multimodal biosensing 

part. There are five modes in the table, namely visual mode, auditory mode, language 

mode, action mode and physiological mode. Each mode corresponds to its 

corresponding device name and the purpose of the mode. For example, data 

acquisition of the visual mode requires the use of high-definition cameras and image 

sensors. Its purpose is to capture the scenes, movements and appearance characteristics 

of ICH performances. Data collection in the auditory modality requires the use of 

highly sensitive microphones to record audio signals. Data collection in the language 

modality requires the use of text entry tools to collect language expressions in ICH 

stories. The data collection of motion modalities requires the use of motion capture 

equipment, the purpose of which is to analyze the motion trajectory, posture, and 

movement rhythm. This paper collects data from different modalities to ensure the 

diversity and richness of the collected information, preparing for the subsequent data 

processing, fusion, and analysis. 

Table 1. Data collection modality table. 

Module Name Related Equipment Purpose 

Visual Modality Camera, Image Sensor 
Capturing the scenes, movements and 

appearance of ICH performances 

Auditory Modality Sensitive Microphone 
Record audio signals, including speech, 

background music, and ambient sounds 

Language Modality Text Entry Tool 
Collect language expressions in ICH stories, 

such as narration, lyrics or explanations 

Action Modality Kinect, IMU 
Analyze movement trajectory, posture and 

movement rhythm 

Physiological Modality 
Heart Rate Belt, Brainwave 

Devices 

Understand the emotional or physiological 

responses associated with ICH 

2.2. Data processing and fusion 

This paper studies the way to deal with missing values by using mean filling, that 

is, using the mean of the column to fill the missing behavioral data. The mean formula 

is: 

𝑥𝑓𝑖𝑙𝑙𝑒𝑑 =
1

𝑛
∑ 𝑥𝑖

𝑛

𝑖=1

 (1) 

In Equation (1), 𝑥𝑓𝑖𝑙𝑙𝑒𝑑 is the filling value, 𝑥𝑖 is the i-th data in the column, and 

n is the number of samples in the column. 

This paper studies the way to deal with outliers by using the Z-score method, that 

is, calculating the Z-score of each data point and removing outliers that exceed the 
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threshold. 

The calculation formula of Z-score is: 

𝑧𝑖 =
𝑥𝑖 − 𝜇

𝜎
 (2) 

In Equation (2), 𝜇 is the mean of the data of this category, 𝜎 is the standard 

deviation of the data of this category, and 𝑥𝑖 is the sample value. 

This paper uses the dynamic time warping (DTW) algorithm to synchronize the 

time of data of different modes [33]. It uses nonlinear alignment to find the minimum 

distance after deformation (distortion) on the time axis, so that the two sets of time 

series match as much as possible. 

Dynamic time warping algorithm formula: 

𝐷(𝑖, 𝑗) = 𝑑𝑖𝑠𝑡(𝑥𝑖, 𝑦𝑗) + 𝑚𝑖𝑛( 𝐷(𝑖 − 1, 𝑗 − 1), 𝐷(𝑖 − 1, 𝑗), 𝐷(𝑖, 𝑗 − 1)) (3) 

In Equation (3), 𝐷(𝑖, 𝑗) refers to the distance between the i-th and j-th modal 

points, and dist(𝑥𝑖, 𝑦𝑗) represents the similarity measure of data points 𝑥𝑖 and 𝑦𝑗. 

After ensuring that the multimodal expressions are consistent at the same time 

point, the data is cleaned and standardized to a uniform resolution. Then the 

multimodal data is fused to obtain a more comprehensive expression. 

This paper adopts feature-level fusion, that is, the data is processed by extracting 

the feature vectors of each modality and performing weighted fusion. By assigning 

higher weights to more important features, you can ensure that these features have a 

greater influence on the model’ s predictions, thereby improving the accuracy of the 

overall prediction. 

Weighted fusion formula: 

𝐹fusion = 𝛼𝐹vision + 𝛽𝐹hearing + 𝜆𝐹language + 𝛿𝐹action + 𝜇𝐹physiology (4) 

In Equation (4), 𝐹vision  is the feature of the visual modality, 𝐹hearing  is the 

feature of the auditory modality, 𝐹language  is the feature of the language modality, 

𝐹action  is the feature of the action modality, and 𝐹physiology  is the feature of the 

physiological modality. 𝛼，𝛽，𝜆，𝛿，𝜇 are the weight coefficients, which satisfies 

𝛼 + 𝛽 + 𝜆 + 𝛿 + 𝜇 = 1. 

3. AI analysis module 

Artificial intelligence, through its powerful computing and learning capabilities, 

can quickly identify potential patterns and relationships in a big data environment and 

automatically process complex data sets. Through machine learning algorithms, AI 

can extract features from historical data, learn and build predictive models, and 

provide a scientific basis for the decision-making process. 

3.1. Action analysis module 

This module is mainly used to extract key actions and action sequence features 

in ICH performances, thereby achieving behavior classification and pattern extraction. 

In order to achieve the above functions, the key points of the action are first described. 

Assume that in a certain frame of image, the key point position of the human 
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body is 𝑃 = {𝑝1, 𝑝2, . . . . . , 𝑝𝑛}, where 𝑝𝑖 is the two-dimensional coordinate of the i-

th joint point. 

The key point detection formula for a certain frame is: 

𝑃(𝑡) = {(𝑥1,y
1

), (𝑥2,y
2

),.....,(𝑥𝑛,y
𝑛

)} (5) 

(𝑥𝑖, 𝑦𝑖) in Equation (5) represents the two-dimensional coordinates of the i-th 

joint point. 

Then, the long short-term memory network (LSTM) is used to capture the 

temporal characteristics of the action represented by the trajectory of the key points 

[34,35]. 

In the process of action recognition, LSTM can help understand the long-term 

and short-term dependencies of actions. 

LSTM captures long-term dependencies through its special memory unit 

structure. Its core is to dynamically adjust the flow of information through multiple 

gating mechanisms (forget gate, input gate, and output gate), thereby performing well 

in processing action points. 

In LSTM, the forget gate is used to decide how much memory from the previous 

moment is discarded, the input gate is used to decide how much current input 

information is added to the memory cell, and the output gate is used to decide how 

much information is extracted from the memory cell as the output at the current 

moment. 

The data flow in LSTM is shown in Figure 1. 

 

Figure 1. Data flow diagram. 

The memory cells are determined by the forget gate and the input gate to ensure 

that useful information can be selectively retained and prevent premature loss of 

information. 

Finally, the Convolutional Neural Networks (CNN) is used to classify the 

extracted action features and identify the specific action type [36]. 

CNN automatically extract features from data through multiple levels of 

operations. First, the convolution layer extracts local features by sliding the 

convolution kernel, the activation layer performs nonlinear transformations on the 

convolution results, and the pooling layer further reduces the dimension and reduces 

the amount of calculation. Then, the fully connected layer integrates the extracted 

features and outputs the final prediction results. The whole process is trained through 

the back propagation algorithm to optimize the network parameters. 

CNN action recognition formula: 
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𝑦
~

= 𝑆𝑜𝑓𝑡 𝑚𝑎𝑥( 𝑊 × 𝐶𝑁𝑁(𝑋) + 𝑏) (6) 

𝑦
~

 in Equation (6) represents the predicted action category, W and b are weights 

and biases, and CNN(X) is the feature extraction of the input data through the CNN 

network. 

3.2. Audio analysis module 

Audio signals can be used to extract relevant features in a variety of ways. The 

method used in this paper is the Mel-Frequency Cepstral Coefficients (MFCC) method 

to extract audio features. This method can transform audio signals into features that 

reflect human hearing characteristics. 

MFCC formula: 

MFCC = 𝐷𝐶′′𝑇(𝑙𝑜𝑔( |𝐹𝐹𝑇(𝑥(𝑡))|)) (7) 

In Equation (7), FFT(x(t)) is the spectrum obtained by fast Fourier transform of 

the audio signal, and DC’ ‘ 𝑇 is discrete cosine transform, which is used to convert 

spectrum data into frequency features. 

The support vector machine (SVM) algorithm is used for audio classification. It 

maximizes the interval to find a segmentation hyperplane, so that the audio features of 

different emotions can be distinguished. 

SVM formula: 

𝑎𝑟𝑔𝑚𝑖𝑛𝑤,𝑏

1

2
||𝑤||2 (8) 

In Equation (8), w is the normal vector of the hyperplane, and b is the bias term. 

3.3. Semantic analysis module 

When performing semantic analysis, each word in the text is first vectorized 

through the Word2Vec model to capture the semantic information of the word. The 

relevant formula is: 

𝑊𝑡 = 𝑓(𝑊𝑜𝑟𝑑2𝑉𝑒𝑐(𝑡)) (9) 

In Equation (9), 𝑊𝑡 is the vectorized representation of the term t, and f is the 

output of the Word2Vec model. 

Then, important entities in the text are identified, such as names of people, places, 

or cultural relics. This recognition is achieved using the Named Entity Recognition 

(NER) method: 

𝑁𝐸𝑅(𝑇) = {𝐸1, 𝐸2, 𝐸3, . . . . . , 𝐸𝑚} (10) 

Among them, 𝐸1, 𝐸2, 𝐸3, ...., 𝐸𝑚 are entities identified from the text T, such as 

“Mei Lanfang” and “Beijing Opera” are identified from a traditional opera text. 

Based on the above, sentiment analysis can be performed on the relevant text and 

the relevant knowledge graph can be established. The sentiment analysis in this paper 

is based on the LSTM model. For each text, its corresponding sentiment score can be 

calculated to distinguish different semantics. 

Figure 2 is a partial knowledge graph of China’ s ICH, with nodes including 
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cultural heritage items, categories, locations, and inheritors. 

 

Figure 2. Knowledge graph. 

3.4. Image and texture analysis module 

Based on the digital preservation and efficient storage of ICH, image processing 

is particularly important. Image preprocessing is the first step in image analysis, which 

mainly includes the following operations: 

Denoising: This paper uses Gaussian filtering to remove noise from the image to 

ensure the accuracy of subsequent analysis. 

Gaussian filtering formula: 

𝐺(𝑥, 𝑦) =
1

2𝜋𝜎2
𝑒𝑥𝑝( −

𝑥2 + 𝑦2

2𝜎2
) (11) 

In Equation (11), G (x, y) represents the Gaussian filter kernel, 𝜎 is the standard 

deviation, and x, y are the pixel coordinates in the image. 

Grayscale: Convert a color image into a gray image for subsequent calculations. 

The conversion formula is: 

𝐼𝑔𝑟𝑎𝑦 = 0.2989 × 𝐼𝑅(𝑥, 𝑦) + 0.5870 × 𝐼𝐺(𝑥, 𝑦) + 0.1140 × 𝐼𝐵(𝑥, 𝑦) (12) 

𝐼𝑅(𝑥, 𝑦), 𝐼𝐺(𝑥, 𝑦), and 𝐼𝐵(𝑥, 𝑦) in Equation (12) represent the pixel values of 

the red, green, and blue channels, respectively. 

After preprocessing the image, texture analysis is performed. This paper uses the 

Gabor wavelet transform method for texture analysis. Gabor wavelet transform is used 

to extract the frequency and direction characteristics of the image and can effectively 

capture the texture information in the image. The Gabor filter convolves the image 

with a set of filters of different scales and directions to extract texture features. 

Gabor wavelet transform formula: 

𝐺(𝑥, 𝑦, 𝜆, 𝜃, 𝜓, 𝜎) = 𝑒𝑥𝑝( −
𝑥2 + 𝑦2

2𝜎2
) × 𝑐𝑜𝑠( 2𝜋

𝑥

𝜆
+ 𝜓) (13) 

In Equation (13), 𝜆 is the wavelength, 𝜃 is the direction of the filter, 𝜓 is the 

phase, and 𝜎 is the standard deviation of the Gaussian function. 
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For image analysis, this paper uses the CNN model for image analysis. It extracts 

multi-level features of the image through multiple convolutional layers, pooling 

layers, and fully connected layers, and then trains a deep neural network to classify 

different cultural heritage images, so that different styles, periods, or categories can be 

identified. 

Image recognition CNN convolutional layer formula: 

𝑌𝑖𝑗 = ∑ ∑ 𝑋𝑖+𝑚,𝑗+𝑛

𝑛

× 𝐾𝑚,𝑛

𝑚

 (14) 

In Equation (14), X is the input image, Y is the output feature map, and K is the 

convolution kernel. 

4. Intelligent interactive recommendation module 

4.1. User portrait establishment 

This paper can establish a user portrait based on the ICH content that the user has 

browsed, watched, and listened to, the user’ s preference category, and the user’ s 

interaction data. Based on the user portrait and multimodal data perception and data 

analysis, it recommends ICH content that the user may be interested in. 

4.2. Intelligent recommendation algorithm model 

This paper adopts the user-based collaborative filtering (CF) algorithm when 

making recommendations [37]. Its idea is to make recommendations based on the 

behaviors of other users with similar interests to the current user. Its core is to calculate 

the similarity between users to divide users with similar interests for recommendation. 

This paper adopts the cosine similarity calculation method. 

Cosine similarity calculation: 

𝑆𝑖𝑚(𝑢, 𝑣) =
∑ 𝑅𝑢𝑖 ⋅ 𝑅𝑣𝑖

𝑛
𝑖=1

√∑ 𝑅2
𝑢𝑖

𝑛
𝑖=1 × √∑ 𝑅2

𝑣𝑖
𝑛
𝑖=1

 (15) 

In Equation (15), 𝑅𝑢𝑖 and 𝑅𝑣𝑖 respectively represent the ratings of user u and v 

on content i. 

In actual use, real-time feedback from users is very important. Based on 

multimodal biosensing functions, this paper can analyze the user’ s emotional 

feedback on a certain ICH content based on the user’ s real-time feedback data, such 

as clicks, dwell time or emotional response, in actual use, so as to dynamically adjust 

the interest preference recommendation. 

4.3. User interface display 

Figure 3 shows the user interface diagram of the system. In addition to the 

display area showing the style of ICH, the user interface also has a search function, a 

friend function, a word cloud function, a browsing review function, and a one-click 

recommendation function. Clicking the search function button allows users to search 

for the ICH they are interested in. Clicking the friend function allows users to view 

the public information of users who have browsed the same or related ICH content as 
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themselves, as well as the ICH content recommended by the user. The clickable word 

cloud function can obtain a personalized ICH recommendation word cloud. Clicking 

the browsing history can find the ICH content that the user has browsed. The clickable 

one-click recommendation can add the ICH content being displayed to the user’ s 

personal recommendation, so that the ICH content can be spread in this way. 

 

Figure 3. User interface diagram. 

5. Result display 

5.1. ICH storage 

Figure 4 shows the distribution of the number of ICH categories stored in the 

system through the system’ s multimodal perception function. The horizontal axis 

represents the specific number, and the vertical axis represents the category of ICH 

items. The ICH stored in the system mainly includes four categories: traditional dance, 

traditional handicrafts, traditional music, and opera. Each major category is divided 

into multiple subcategories. For example, traditional dance is divided into folk dance 

and court dance, traditional music is divided into folk music and court music, 

traditional handicrafts are divided into brocade, wood carving and pottery, and opera 

is divided into Peking opera and other local operas. Different categories of ICH content 

are also stored in the system in different forms and can be displayed in different forms. 

The total number of ICH content in four major categories and multiple subcategories 

stored in the system exceeds 100,000. 

 

Figure 4. ICH storage distribution diagram. 
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5.2. Interactive tag cloud 

Figure 5 shows the interactive tag cloud of intelligent recommendation. The tags 

contain the entries of traditional ICH, including the project name, region, inheritor and 

other information of ICH. Every user who has just entered the system can click the 

word cloud function button in the user interface to select one or more entries according 

to their interests to directly query the relevant ICH content. The design of the 

interactive tag cloud demonstrates the system’ s storage capacity, which can store and 

display the perceived ICH content. At the same time, the design of the interactive tag 

cloud not only gives the system the opportunity to understand the user’ s interests for 

the first time, which is conducive to subsequent intelligent recommendations, but also 

gives users the power to make their own choices. In the subsequent use of the system, 

users can use this function to continuously update their tag cloud content and gain a 

deeper understanding of the ICH they are interested in. The in-depth update of the tag 

cloud content also represents the user’ s in-depth understanding of the ICH. 

 

Figure 5. Interactive tag cloud. 

5.3. Recommendation effect 

Figure 6 shows the specific process and effect of a recommendation. The 

numbers in the figure represent the number of candidates sets at different stages, and 

the vertical axis represents the name of each stage, that is, the different steps in the 

recommendation process. In the initial stage of this recommendation process, there 

were a total of 1000 relevant ICH data items. After screening in the data preprocessing 

stage, 826 relevant ICH data items remained. After the collaborative filtering 

algorithm, 510 relevant ICH data items remained. After these data items were sorted 

by relevance, 274 relevant ICH data items were finally recommended to users, and 

users finally recommended 232 ICH contents. The probability represents the 

percentage of the next layer of ICH data items in the previous layer. Among them, the 

proportion of data items left after preliminary screening is 82.60%, the proportion of 

data items left after collaborative filtering is 61.74% of the previous layer, and the 

proportion of data items left after relevance sorting is 53.73%. It can be seen that the 

system in this paper strictly screened the results during the recommendation, and the 

correlation was high and the recommendation was accurate. After the recommendation 

was made to the user, the probability that the user would click on the recommendation 

was 84.67%. 
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Figure 6. Recommendation flowchart. 

Figure 7 is a graph of recommendation precision changes with ranking top k 

drawn based on all user one-click recommendation click data, where k means selecting 

the first k items in the ranking list to recommend to the user in a recommendation 

process. The horizontal axis represents the change of k value, and the vertical axis 

describes the change of overall precision. The calculation method of overall precision 

is to calculate the weighted average of the recommendation precision of all ICH types, 

and the weight is determined by the distribution ratio of ICH types in the system. When 

the k value is small, the overall recommendation precision of the system is close to 1. 

When the k value increases, the overall precision tends to decrease. When the k value 

increases to 200, the overall precision is 85%. It can be seen that when the system 

recommends 200 related ICH contents to users at one time, about 170 of them can still 

be recommended by users, and the recommendation performance of this system is 

good. 

 

Figure 7. Recommendation precision changes with ranking top k. 

5.4. Communication effect 

Figure 8 is a geographical heat map drawn based on the geographical distribution 
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of Chinese ICH content recommended by users. The scope of dissemination is the 

main cities in major countries in Asia. The depth of the heat color represents the 

dissemination intensity of the current region, which is mainly determined by the total 

number of shares in the region. The lines represent the dissemination paths between 

different regions. The dissemination intensity of ICH in China is wider than that in 

other parts of Asia, which means that the acceptance and dissemination of ICH in 

China is higher than that in other countries. However, according to the analysis of the 

dissemination route, China’ s ICH has begun to spread in other countries. This shows 

that the system studied in this paper has strong dissemination capabilities, which is not 

only an external display of China’ s ICH, but also lays the foundation for cultural 

exchange and cultural innovation. 

 

Figure 8. Geographical heat map of ICH. 

5.5. User stay time analysis 

Table 2 analyzes the stay time of 2000 users. 23.1% of these 2000 users stay for 

0–3 min, 28.6% stay for 3–30 min, 32.9% stay for 10–30 min, and 15.4% stay for 

more than 30 min. This shows that the content and functions of the system are 

relatively attractive to users and can maintain a certain level of activity. However, there 

are also a considerable number of users with a short stay time. The user experience 

needs to be further improved to retain these users. In addition, attention should be paid 

to the needs of users with a longer stay time to maintain their activity. 

Table 2. User stay time analysis table. 

Stay time interval Number of users Percentage (%) 

0–3 min 462 23.1% 

3–10 min 572 28.6% 

10–30 min 658 32.9% 

More than 30 min 308 15.4% 
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6. Conclusions 

This paper introduces AI technology and bio-perception technology to design a 

new ICH resource construction system. The system is mainly composed of three 

modules: multimodal bio-perception module, AI analysis module and intelligent 

interactive recommendation module. In the multimodal bio-perception module, 

different acquisition devices are used to realize data extraction, storage and 

preliminary data processing of ICH content of different modalities. In the AI analysis 

module, the movements, audio, text and even textures and images of different types of 

ICH content are further processed and analyzed. Different types of ICH content are 

stored in the system in different forms. A unique interactive tag cloud is designed in 

the intelligent interactive recommendation module to facilitate users’ screening of ICH 

of interest, and provide personalized intelligent ICH recommendations for different 

users. Through data analysis, it is found that this study has made certain contributions 

to the storage and reproduction, protection and dissemination of ICH, and also 

provides a new reference for the protection of ICH. However, the research in this paper 

also has certain limitations. There are still certain problems at the technical level in 

connecting ICH content to different regions, and the dissemination scope of ICH is not 

wide enough. Therefore, the future research direction is to better realize the 

interconnection of ICH content in different regions by solving technical problems, and 

how to enhance the breadth of dissemination of ICH. 
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